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Abstract
Many studies have shown that robots can provide medical help to patients, such as supporting physical movements, managing
mood, or simulating cognitive function. However, robotic cognitive/language assessment, which is vital for mental health
care, has not been fully explored and is limited to only a few types of assessment. The aim of this study is to present and
evaluate a social robot equippedwith aweb-based language assessment for sentence comprehension test (SCT)with a dialogue
system involving yes/no questions. A total of 50 participants took the test with 36 items conducted by a robot (robot-SCT),
while a total of 55 participants took the same test but conducted by a human examiner (human-SCT). Comparative analyses
were performed to evaluate the validity of the robot-SCT in terms of test scores and time-related measures. Usability was
evaluated through the system usability score and interview feedback. With regard to the validity of the robot-SCT, the test
scores indicated no significant differences between the robot-SCT and human-SCT. In addition, conditional differences in
reaction time for the test items were observed, similar to the previous paper-and-pencil researches. The high system usability
scores (i.e., mean � 78.5, SD � 11) demonstrated the high usability of the robot-SCT. This study demonstrates the validity
and usability of robotic language assessment among normal adults. However, further evaluation is required for people with
dementia or mild cognitive impairment.

Keywords Sentence comprehension test (SCT) · Robotic cognitive/language assessment · Service robotics · Human–robot
interaction (HRI)

1 Introduction

Aspeople age, cognitive abilities such as executive functions,
memory, and languagewill decline. Distinguishing or detect-
ing the changes in cognitive abilities during the early stages of
a disease becomes important as it not only influences the lives
of patients and family members but also has severe societal
and economic impacts [1, 2]. Several cognitive assessments
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have been established to ensure that psychiatrists can evalu-
ate cognitive impairment, diagnose the possible cause of the
change in cognitive abilities, and monitor the progress of the
disease. These methods have been proven to have reliable
psychometric rigor, but certain subgroups of patients may
have limited access to the tests. A study showed that sim-
ple cognitive screening tools could be partially incomplete
due to stroke-related impairments or symptoms [3]. Further-
more, changes in cognitive functions are not easy to notice
until daily activities become severely disrupted [4], hinder-
ing the utilization of cognitive tests in clinics or primary care
settings.

The most common methods for evaluating the cognitive
functions of people with mild cognitive impairment (MCI)
and dementia (or stroke victims) include paper-and-pencil
tests and interviews [5–8]. The mini-mental state examina-
tion (MMSE) is widely used to screen for dementia severity,
although it is not sufficiently accurate for detecting early-
stage cognitive changes, especially in MCI [9]. To address
this issue, the Montreal Cognitive Assessment (MoCA) test
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was developed as a brief cognitive screening tool, which
is widely used in clinical and research areas [10]. How-
ever,MoCA is not recommended for individuals with limited
or poor abilities in reading or writing in Korea. Addition-
ally, there are limitations to consider due to variations in
examiners’ characteristics, such as voice, speaking speed,
questioning styles, and expressiveness, which can influence
the validity of assessment results [11]. To overcome the lim-
itations of the short version of cognitive assessment tools,
Korean clinical practice includes the Seoul Neuropsycho-
logical Screening Battery (SNSB) tool [12], which assesses
cognitive abilities across various domains, including the
MMSE. The SNSB sensitively evaluates early cognitive
impairment (such as MCI) and allows for the assessment of
the severity of dementia and the analysis of patterns of cog-
nitive decline to estimate underlying causes [13]. However,
due to the inclusion of numerous items to provide compre-
hensive information across different cognitive domains, the
SNSB has a longer administration time of almost 2 h and
requires expertise from the examiner, making it challenging
to apply as a robot module.

The sentence comprehension test (SCT) [14] is a cog-
nitive assessment tool that specifically evaluates deficits in
sentence-level processing, which can be observed in the early
stages of cognitive decline. This test serves as both an aging
effect indicator and a screening tool for MCI. The SCT
manipulates sentence types and word order, with a focus on
reflecting the characteristics of Korean as a free word order
language. For example, the typical canonical word order in
Korean is subject–object–verb, while a non-canonical word
order refers to a change in the position of the object and
subject. The SCT performance of the elderly population indi-
cates a decline in non-canonical word order items compared
to canonical word order items on the SCT [14]. The results
of a study by Sung and colleagues using the SCT on a pop-
ulation of people who were either aging normally or had
MCI confirmed that people with MCI exhibit different pat-
terns from those who were aging normally, particularly in
tasks involving increased syntactic complexity [15]. More-
over, the researchers identified linguistic markers in the SCT
that could be used to detect MCI. Therefore, as a cognitive
assessment tool that reflects the characteristics of the Korean
language, the SCT is suitable for application as a robot mod-
ule due to its relatively short administration time, limited
number of test items, and simple testing procedures.

To facilitate the delivery of cognitive assessments, com-
puterized test batteries and cognitive tests running on mobile
devices such as smartphones and tablets have been proposed
[16–18]. For example, a study exploring the validity of tablet-
based administration of the Brief Assessment of Cognition
in Schizophrenia (BACS) converted the paper-and-pencil-
based cognitive assessment tool to a tablet-based version
of the app and showed that the tablet-based assessment

can achieve results that are consistent with the traditional
paper-and-pencil-based BACS. However, participants often
have a hard time maintaining their attention on the ques-
tionnaires as the tasks can be boring and repetitive, which
may affect the quality of the collected data [19]. It has
also been shown that participants may simply stop using
the online program and drop out before the completion of
the test [20]. To successfully involve participants in cogni-
tive assessment and training, game design elements have
been imported into cognitive tasks. A study introduced a
non-immersive virtual reality cognitive assessment for the
Aphasia App and reported its preliminary evidence on the
validity of assessing non-linguistic task performance by com-
paring the performance with paper-and-pencil tasks [21].
Other studies had developed spoken dialogue systems to
detect dementia throughverbal interactionwith virtual agents
[22, 23]. By analyzing acoustical and linguistic features of
speech data obtained based on structured dialogues with
predetermined questions, these studies showed the potential
of automated detection of dementia through spoken dialog
through interaction with virtual avatars. However, the dia-
logues and exchanges are abrupt and unnatural, with long
pauses or keyboard strokes used to indicate turn-taking to a
virtual agent.

Meanwhile, robots for healthcare, often called assistive
robots or socially assistive robots, have been utilized in
unique ways to provide physical or psychological help to
the sick and the elderly [24]. Due to its physical appear-
ance and movable components, robots have been widely
used to provide physical support for surgeons to perform
surgery, caregivers to transfer their patients, patients to
move their limbs, and so on [25–27]. Equipped with diverse
human–robot interaction skills, such as verbal communica-
tion and gestures, robots have also been used to mentally
assist people with cognitive impairments [28–30]. With
regard to cognitive assessments, Brief Cognitive Testing
(BCT) and the MoCA have been studied to demonstrate the
validity and usefulness of their application through robots by
comparing the assessment performance of robots with that
of human examiners [31, 32]. However, apart from these two
assessments, it is difficult to find examples of robot appli-
cations in the context of cognitive assessment, and more
attempts are required to reveal the validity andutility of robot-
based cognitive assessment.

All in all, cognitive assessments in various forms such
as mobile device applications, virtual agents, and robots
have been studied and their validity has been proved by
comparing their performance with traditional paper-and-
pencil-based tests. It has been suggested that the physical
presence of robots plays a more crucial role in social inter-
action with agents than the physical embodiment of virtual
agents [33]. Therefore, robots can be more beneficial to
cognitive assessment than virtual agents or mobile devices.
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However, relatively few studies have explored the validity
of robot-based cognitive tests such as MoCA and BCT [31,
32]. To the best of our knowledge, the validity of language
assessment through verbal interaction with a robot has been
less studied.

In this study, we employed a validated cognitive assess-
ment (SCT) on a robot to test the validity and usability
of a language assessment through verbal interaction with a
robot in healthy adults, with the aim to expand the range
of cognitive assessments that robot can perform. Specifi-
cally, we adapted the sentence-picture matching paradigm
of SCT, where the robot presented a sentence verbally and
presented a picture on a display, then the user responded
“yes” or “no” verbally to indicate whether the sentence and
picture matched. The robot-SCT systemwas designed to rec-
ognize the user’s voice and conducted the test automatically.
Additionally, the system recorded the test score and response
time automatically. We evaluated the validity of the robot-
SCT system through the SCT score and response time, and
the usability through the SystemUsability Scale (SUS) score,
which is a user’s perceptual evaluation tool for system usabil-
ity. By doing this, we aimed to demonstrate the potential of
our robot-SCT system, contributing to the field of robot cog-
nitive assessment.

2 Hypotheses

Based on related works on SCT and robots in cognitive
assessment, we constructed three hypotheses for our exper-
iments. Hypotheses 1 (HI) and 2 (H2) are related to the
validity, while the hypothesis 3 (H3) is related to the usability
of robot-SCT.

H1. Concurrent Validity: The robot-SCT is concurrently
valid with the human-SCT.
H2. Linguistic Validity: response time from the robot-SCT
can reliably elicit linguistic complexity.
H3. Robot-SCT Usability: SUS scores are analyzed to eval-
uate the usability of the robot-SCT.

3 Methods

3.1 Online SCT system for robots

The robotic platform used in this study was the humanoid-
like robot developed by RoboCare [34], which is a prototype
robot designed for social human–robot interaction studies
that is equipped with various interfaces: speech recognition

and production, object and face recognition, facial expres-
sion, human-like gestures with 6-DOF arm and 2-DOFwaist,
and a touch screen (Fig. 1a).

We implemented the robot to lead the administration of
the SCT. The robot gives instructions for the SCT and records
the interaction data based on the verbal response of the user.
The entire process is automated and controlled via the robotic
operating system (ROS). The overall framework is shown in
Fig. 1b. The verbal response of the user can be detected by
the microphone installed on the left shoulder of the robot or
via a wireless headset. The obtained speech signal is subse-
quently sent to a web server for speech-to-text (STT) speech
recognition via the data manager, which addresses the pro-
cessing of incoming raw sensory data and recognition data.
Dialogflow handles the complete verbal interaction process
with the user, evaluating the accuracy of the user’s response at
each step and selecting suitable robot gestures and utterances
that match the relevant questions for the SCT. The behavior
manager creates a series of body movements and coordi-
nates them with the robot’s speech, using task information
obtained from the data manager. The robot can make emo-
tional expressions through 40 different body gestures and 20
different eye expressions. For example, the robot can wave
its hand to greet the user or make a questioning gesture by
lifting both hands when the user gives a wrong response.

We converted the previous paper-and-pencil-based SCT
into a web-based assessment test, which can be accessed
by the user through commercial web browsers or via web-
socket-based communicationwith the robot platform (dashed
rectangle shown in Fig. 1b). Unlike paper-and-pencil-based
tests, in which the assessment data are collected manually
through an examiner, the web-based SCT module can rec-
ognize the voice of the user by using the speech recognition
of the Web Speech API [35] and automatically measures the
test score and the response time (RT) of the user’s verbal
response. The assessment data, including individual ver-
bal response and response delay, are automatically stored
in a real-time database (Google Firebase). Additionally, a
speech synthesismodulewas also implemented to ensure that
the assessment can be independently taken through mobile
devices if the robot is not available.

3.2 Participants

This study was conducted with the approval of the Institu-
tional Review Board of the Korea Institute of Science and
Technology (KIST IRBNo. 2021–024). A total of 105 native
Korean speakers in their 20 s and 30 s participated in this
study. All participants did not report any subjective memory
impairments in the Subjective Memory Complaints Ques-
tionnaire [36], and their results of the Korean Mini Mental
State Examination (K-MMSE) [37] were within the normal
range (> 16%ile).
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Fig. 1 a Robot platform and b the architecture of the whole system used in this study

Table 1 Descriptive information by groups

Human-SCT
(N � 55)

Robot-SCT
(N � 50)

P(Human-SCT
vs. Robot-SCT)

Age (mean
(SD))

26.78 (1.82) 27.16 (3.08) 0.44a

Years of
education
(mean
(SD))

17.15 (1.06) 17.24 (1.89) 0.75a

K-MMSE
score
(mean
(SD))

29.36 (0.93) 29.66 (0.62) 0.06a

Gender
(M:F)

14:41 11:39 0.68b

aOne way ANOVA
bPearson chi-square test

The participants were divided into two groups (human-
SCT and robot-SCT) according to the presentation type of
the SCT. Of these participants, 55 participants (41 women,
14 men; Mage � 26.78, SDage � 1.82) were assigned to the
human-SCT group and the other 50 participants (39 women,
11 men; Mage � 26.15, SDage � 3.57) were assigned to
the robot-SCT group. There was no statistically significant
difference in age, F(1,104) � 0.597, P � 0.66, or years of
education, F(1,104) � 0.102, P � 0.33, between the two
groups. Table 1 provides the descriptive information about
both groups.

3.3 Experimental stimuli andmeasurements

The SCT performed in this experiment was carried out by
converting the version from [14] to a sentence validation task
basedonvoice recognition. For the picture stimuli of theSCT,
a sentence-picture paradigmwith humanized pictogramswas

employed using three-color words. The SCTwas constructed
based on the freedom of word order in Korean. Although
there is a canonical word order of ‘Subject (S) + Object (O) +
Verb(V),’ non-canonicalwordorder of ‘OSV’ is also allowed.
The SCT was further subdivided into three sentence types:
(1) active sentences with 2-place verbs (A2), (2) active sen-
tences with 3-place verbs (A3), and (3) passive sentences (P).
In summary, the SCT has a total of six syntactic structures
according to the canonicity, canonical word order sentences
(C), non-canonical word order sentences (NC), and sentence
types (A2, A3, P), and each structure consists of six items for
a total of 36 items. The examples of each item are presented
in Table 2.

In this study, participants were asked to listen to the sen-
tence and answer ‘yes’ if the sentence matched the picture;
otherwise, they should answer ‘no.’ The experimental stim-
uli consisted of three steps as follows: (1) color-blindness
test, (2) action verb learning, (3) practice trials, and (4) main
trials. There were a total of 36 questions, where one point
was given for each correct response for a total of 36 possible
points. An example of the SCT is provided in Fig. 2.

For the subjective evaluation of the robot-SCT, we uti-
lized the SUS, which is composed of ten statements rated
on a 5-point Likert scale for a user’s subjective rating of a
system’s usability [38]. We modified the phrase “the (this)
system” in the original SUS statements to “the robot-SCT”
to accurately indicate the evaluation target. For example, the
first original SUS statement, “I think that I would like to
use this system frequently,” was changed to “I think that I
would like to use the robot-SCT frequently.” We calculated
the final SUS score by following the calculation method in
[38]. In addition, we conducted interviews on the robot-SCT
to obtain more detailed feedback.
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Table 2 Examples of target
sentence of the SCT Type Examples

A2a Target The yellow pushes the blue

Cd Nolangi-ka
The Yellow-NOMf

Palangi-lul
The Blue-ACCg

Mil-ta
pushes-ACTi

NCe Palangi-lul
The Blue-ACC

Nolangi-ka
The Yellow-NOM

Mil-ta
pushes-ACT

A3b Target The blue gives a box to the black

C Palangi-ka
The Blue-NOM

Kemcengi-eykey
The Black-OBLh

Sangca-lul
a box-ACC

Cwu-ta
gives-ACT

NC Kemcengi-eykey
The Black-OBL

Palangi-ka
The Blue-NOM

Sangca-lul
a box-ACC

Cwu-ta
gives-ACT

Pc Target The blue is pushed by the yellow

C Palangi-ka
The Blue-NOM

Nolangi-eykey
The Yellow-OBL

Mil-li-ta
is pushes-PASSj

NC Nolangi-eykey
The Yellow-OBL

Palangi-ka
The Blue-NOM

Mil-li-ta
is pushes-PASS

aActive sentences with 2-place verb
bActive sentences with 3-place verb
cPassive sentences
dCanonical word order sentences
eNon-canonical word order sentences
fNominative case marker
gAccusative case marker
hOblique case marker
iActive verb
jPassive verb

Fig. 2 Example screenshots of web-based SCT
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Fig. 3 Experimental setup. a Example of human-SCT group, b example of robot-SCT group (Supplementary Video)

3.4 Procedures

The participants were divided into two groups (human-SCT
and robot-SCT) according to the type of examiner (see
Fig. 3). Based on previous research that indicated no sig-
nificant differences in language assessment results between
face-to-face and web-based remote methods [39–41], we
conducted a human-SCT using the web-based method. The
human-SCT group participated in the SCT using the Zoom
application, a web-based video conferencing tool that allows
for one-on-one meetings with human examiners. A human
examiner presented the test stimuli using the screen-sharing
function of the Zoom application, and all responses of the
participants were video-recorded.

For the robot-SCT group, the participants physically met
with the robot and the human experimenter. They were
brought into the room, where they sat facing the robot with
the human experimenter by their sides. The participants
responded verbally while watching the visual stimuli pre-
sented through a monitor at the robot’s chest and listening to
the audio stimuli from the headset (the same visual and audio
stimuli were used for the human-SCT group). Although the
user’s verbal responses can be acquired through the micro-
phone installed on the left shoulder of the robot, participants
had to use the headset due to the high noise level in the envi-
ronment (refer to the supplementary video for the robot-SCT
experiment conducted in a quieter area). The human exper-
imenter remained with the participants and the robot and
observed the entire procedure to assist participants if they
had any questions or encountered technical difficulties.

The overall procedures for the human-SCTand robot-SCT
groups were designed to be consistent in all aspects except
for the testingmodule.During the pre-test or practice session,
the participants were instructed to indicate their response as
either "yes" or "no" based on the presented stimuli. In the
human-SCT condition, the human examiner would respond
with a smile for correct answers and with rolled eyes and

raised palms for incorrect answers. Similarly, in the robot-
SCT condition, the robot would also display these non-verbal
cues. Nonetheless, during the main exam, neither human nor
robot examiners provided any feedback.

The objective of the pre-test was to familiarize the par-
ticipants with the SCT procedure and provide them with
an opportunity to practice their responses. The non-verbal
feedback (i.e., a smile for correct answers and palms raised
for incorrect answers) helped the participants to understand
the expected responses and reinforced the learning process.
This feedback also provided immediate reinforcement and
assisted the participants in comprehending the correct and
incorrect aspects of their answers. In contrast, the objective
of themain test was to evaluate the performance of the partic-
ipants without any feedback or external cues. By removing
feedback from the main test, the focus was solely on evalu-
ating the participants’ ability to respond accurately without
any external reinforcement.

3.5 Statistical analysis

The statistical analysiswas performedusing thePASWstatis-
tics package version 26 (SPSS Inc.), with the statistical
significance set at an alpha level of 0.05.

H1. Concurrent Validity: The robot-SCT is concurrently
valid with the human-SCT.

The SCT performance data were analyzed using a three-
way mixed analysis of variance (ANOVA) with the canon-
icity (C, NC) and sentence types (A2, A3, P) as the
within-subject factors and the group (human vs. robot) as
the between-subject factor. The scores of the SCT were set
as the dependent variable.

H2. Linguistic Validity: Response time from the robot-
SCT can reliably elicit linguistic complexity.
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Fig. 4 Result of post hoc analysis on the two-way interaction of the SCT
performance

To verify the significance of the response time (RT)
according to the canonicity and sentence types in the robot
group, a two-way repeated ANOVA was performed. The
dependent variable was set as the RT, while the independent
variables were the canonicity (C vs. NC) and the sentence
types (A2, A3, P).

H3.Robot-SCTUsability: The SUS scores were analyzed
to evaluate the usability of the robot-SCT.

The process of determining the SUS score involved sum-
ming the score contributions of each item following [38].
Each item’s contribution was determined based on its posi-
tion on the scale, which ranges from 0 to 4. For the positively
worded items (1, 3, 5, 7, and 9), the contribution was equal
to the scale position minus 1. In contrast, for the reversed
items (2, 4, 6, 8, and 10), the contribution was calculated as
5 minus the scale position. To obtain the final SUS value, the
sum of all the scores was multiplied by 2.5.

4 Results

4.1 Concurrent validity: the robot-SCT is
concurrently valid with the human-SCT

The results of the three-way mixed ANOVA (group, canon-
icity, sentence types) revealed that the main effect of the
canonicity was significant, with the score of the canonical
sentences (mean � 5.88, SD � 0.03) being higher than the
non-canonical sentences (mean � 5.53, SD � 0.06),F(1, 103)

� 37.058, P < 0.001. The sentence types also had a signifi-
cant main effect with F(2,206) � 3.058, P � 0.049, where the
score of A2 (mean � 5.77, SD � 0.05) was higher than that
of A3 (mean � 5.68, SD � 0.05) and P (mean � 5.67, SD
� 0.04), but there was no significant difference between A2
and P. On the other hand, the group had no significant main
effect, F (1, 103) � 2.034, P � 0.15.

The two-way interaction between group and sentence type
was statistically significant, F(2,206) � 7.612, P < 0.001.
The results of the post hoc analysis of the one-way ANOVA
showed that for A2 and A3 types, the score of the robot-SCT
group was significantly higher than that of the human-SCT
group, as shown in Fig. 4. The other two-way and three-way
interactions were not statistically significant. Table 3 pro-
vides the descriptive statistics of the SCT scores for each
group.

4.2 Linguistic validity: response time
from the robot-SCT can reliably elicit linguistic
complexity.

To ensure linguistic validity in robot-SCT, we performed
an analysis of RT based on the syntactic structure within
the robot-SCT group. The results of the two-way repeated
ANOVArevealed that canonicity had a significantmain effect
(F(1, 75.538) � 37.656,P < 0.001) and the RT (ms)was shorter
in the canonical sentences (mean � 1000.93, SD � 37.85)
than in the non-canonical sentences (mean � 1221.21, SD
� 42.82). However, the sentence type (F(2, 92) � 2.320, P �

Table 3 Descriptive statistics of
performance on SCT for each
group

A2a A3b Pc

Mean (SD) Mean (SD) Mean (SD)

Human-SCT Cd 5.85 (0.55) 5.80 (0.62) 5.87 (0.51)

NCe 5.45 (0.97) 5.36 (0.86) 5.55 (0.89)

Robot-SCT Cd 5.98 (0.14) 5.96 (0.19) 5.86 (0.35)

NCe 5.80 (0.49) 5.62 (0.63) 5.40 (0.78)

aActive sentences with 2-place verb
bActive sentences with 3-place verb
cPassive sentences
dCanonical word order sentences
eNon-canonical word order sentences
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Fig. 5 Result of response time on the two-way repeated ANOVA for
robot-SCT Group

0.10) and two-way interaction between canonicity and sen-
tence types (F(2, 92) � 2.345, P � 0.10) had no significant
main effect, as shown in Fig. 5.

4.3 Robot-SCT usability: SUS scores are analyzed
to evaluate the usability of the robot-SCT

4.3.1 SUS score on the robot-SCT

The average SUS score was 78.5 (SD � 11), surpassing
the threshold of 68 suggested in [42]. According to Bangor
and colleagues, systems with scores above 68 are considered
acceptable, while those with scores below 51.6 are deemed
unacceptable.

4.3.2 Interview feedback on the robot-SCT

A total of 36 types of feedback were received through the
interviews. Among the robot-related feedback, the most fre-
quent (25%) was about the robot’s voice. In particular, the
participants highlighted prosodic factors, such as flat intona-
tion, slow speech rate, and unnatural rhythm. The remainder
of the feedback was about the robot’s movement and appear-
ance, voice recognition, and screen position,whichwere only
mentioned by one or two participants. Voice recognition was
not perceived as a major problem because there was a low
voice recognition error of 0.9% for all items across all par-
ticipants.

5 Discussion

5.1 Principal findings

This study presents a language assessment conducted by a
social robot through verbal human–robot interaction with
healthy adults. A web-based sentence comprehension test
was implemented on a robot platform so that the robot itself
can manage the process of the assessment and automatically
collect the verbal response from the user. In this study, con-
current validity was assessed by comparing the SCT scores
between the robot- and human–SCT groups. Additionally,
an analysis of RT based on syntactic complexity was con-
ducted to verify the linguistic validity of the robot-SCT.
Furthermore, system usability was evaluated through sub-
jective measures and interviews.

The SCT score results show that the robot-SCT can be
applicable for young adults without cognitive impairment
when compared to the human-SCT (Fig. 4). Similar results
have been reported for another cognitive assessment, namely
BCT [3].Desideri and colleagues compared the results of two
BCT tasks, a recall and a subtraction, conducted by a robot
and an expert clinician, where it was found that the task
accuracy was equivalent regardless of the conductor [31].
Meanwhile, Di Nuovo and colleagues, who presented the
robotic system forMoCA, reported relatively lower scores in
the robot-based assessment than the paper-and-pencil-based
assessment for some subtests, where speech recognition
errors due to different accents of participants werementioned
as one of the main causes [32]. Some of MoCA’s subtests
require participants to say the date and place, names of ani-
mals, or words that start with the same letter, or repeat a
sentence. As a result, the robot must process various forms
and lengths of speech. The robot-SCT, on the other hand,
requires only short responses, i.e., ‘yes’ or ‘no’, resulting in
fewer speech recognition errors and less impact on the eval-
uation results with little difference between the robot-SCT
and the human-SCT group in terms of SCT score.

Furthermore, Desideri and colleagues found that com-
pared to the assessment conducted by a clinician, participants
in the assessment involving a robot spent more time looking
at the robot and made fewer gaze aversions, suggesting that
the participants might be more attracted to the robot as a con-
sequence of the novelty effect and had a lower cognitive load
from the conductor’s face [31]. Similarly, in our experiment, a
relatively small standard deviationwas observed in the robot-
SCT scores compared to those of the human-SCT, which can
be interpreted as a relatively high concentration and a rel-
atively lower cognitive burden. However, this needs further
study since our experiment was conducted as a between-
subject design with a difference in the population of the
experimental groups; thus, the demographic features of the
groups might affect the results.
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We also compared the RT between items according to
linguistic complexity within the robot-SCT group to ver-
ify the linguistic validity. The results showed that the RT
of the canonical sentences was shorter than that of the non-
canonical sentences. Our result was consistent with previous
paper-and-pencil-based studies, which showed that the lin-
guistic processing of sentences with canonical word order
was easier than that of sentences with non-canonical word
order [14, 43]. In addition, in our results, the performance
of RT is supported by the result of the SCT score in that
the performance for canonical sentences was higher than
that of non-canonical sentences (Table 3). This study iden-
tified significant implications because the linguistic validity
was assessed through RT analyses using the automatic mea-
surement of robot-SCT. With the process to automatically
extract RTs based on the detection of the offset of the robot’s
audio stimuli and the onset of the user’s voice responses, the
utilization of robot-SCT facilitated easier analysis of time-
related measurements compare to human-SCT. In contrast,
human-SCT or traditional paper-and-pencil-based assess-
ments require manual segmentation of voice recorded files
and calculations by examiners, which can compromise the
reliability and validation of the time-related measurements.
By utilizing robot-SCT, we expected to overcome the limi-
tations of human-SCT and conduct a more valid assessment.

Finally, the average SUS score suggests that the robot-
SCT system was perceived as an assessment with good
ease-of-use, usability, and learnability for young adults. Even
though there was negative feedback about the robot’s voice,
the non-rhythmic and slow voice was intentionally designed
to deliver messages clearly to more vulnerable users. Thus,
it needs to be reevaluated by the elderly or people with mild
cognitive impairment, who are the expected users of the pro-
posed robot-SCT system.

5.2 Limitations

Our study has a limitation regarding the medium, which may
lower the naturalness of the human–robot verbal interactions
involved. During the entire robot-SCT experiment, partic-
ipants had to wear a headset to avoid speech recognition
failures in a noisy environment. A previous study found that
inaccurate speech recognition could affect the performance
of the cognitive assessment by a robot [3]. Although the pro-
posed system achieved a low error rate for speech recognition
through the use of a headset, it is necessary to improve the
speech recognition performance to allow for a more reliable
verbal interaction in an uncontrolled and open space. In addi-
tion, although the fixed short yes/no answer could minimize
the unnecessary effect of the answer on the evaluation results,
it may have decreased the naturalness of the human–robot
interaction during the experiment. Ultimately, it would be

desirable to enable cognitive evaluation in various linguis-
tic aspects through the use of more words. Further study
is, therefore, needed for more natural and richer dialogue-
based language assessments [44]. Finally, we only included
young adults with normal cognitive functions. Therefore, we
cannot generalize the results of the current study to peo-
ple with dementia or mild cognitive impairment, who can
be one of the target users of the proposed system. How-
ever, we would like to mention that MCI symptoms can be
observed in the younger population due to psychiatric dis-
orders like schizophrenia and depression, and therefore, the
current system may be applicable for the evaluation of cog-
nitive assessment in such groups [45, 46].

6 Conclusions

In this study, we demonstrate the validity and usability of a
language assessment through verbal interaction with a robot
by comparing the performance of the assessment with the
test result obtained through an assessment conducted by a
human examiner. The robot-SCT system proposed in this
study can provide a reliable and easy-to-use interface for
language assessment. Our research emphasizes the potential
of the robot-SCT system that is equipped with the auto-
matic recording of the test scores and the reaction times.
This expands on previous efforts in HRI aimed at incorpo-
rating social robots into cognitive assessment procedures.
Nevertheless, as this study only included young adults, future
studies should evaluate the robotic-SCT systems to aid in the
assessment of cognitive decline in older adults.
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